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Probability 

Permutations and Combinations 

 
Probability Problems 

 

Number of permutations 
of 𝑛𝑛 distinct objects 𝑛𝑛! = 𝑛𝑛 × (𝑛𝑛 − 1) × (𝑛𝑛 − 2) … × 2 × 1 

Number of combinations 
when choosing 𝑟𝑟 objects 

from 𝑛𝑛 objects 
�𝑛𝑛𝑟𝑟� = 𝐶𝐶𝑟𝑟 

𝑛𝑛 =
𝑛𝑛!

𝑟𝑟! (𝑛𝑛 − 𝑟𝑟)!
 

Number of permutations 
of a subset of size 𝑟𝑟 from 
a set of 𝑛𝑛 distinct objects 

𝑃𝑃𝑟𝑟 
𝑛𝑛 = 𝐶𝐶𝑟𝑟 

𝑛𝑛 × 𝑟𝑟! =
𝑛𝑛!

(𝑛𝑛 − 𝑟𝑟)!
 

Number of permutations 
from 𝑛𝑛 objects with 𝑟𝑟𝐴𝐴 of 
type 𝐴𝐴, 𝑟𝑟𝐵𝐵 of type 𝐵𝐵 etc.  

𝑛𝑛!
𝑟𝑟𝐴𝐴! 𝑟𝑟𝐵𝐵! … 

 

 

𝑛𝑛(𝐴𝐴) The number of ways of making a choice about 𝐴𝐴 

Product principle 𝑛𝑛(𝐴𝐴 and 𝐵𝐵) = 𝑛𝑛(𝐴𝐴) × 𝑛𝑛(𝐵𝐵) 

Addition principle  
(given that 𝐴𝐴 and 𝐵𝐵 are 

mutually exclusive) 
𝑛𝑛(𝐴𝐴 or B) = 𝑛𝑛(𝐴𝐴) + 𝑛𝑛(𝐵𝐵) 

Counting principles in 
probability (given that all 

outcomes are equally likely) 
𝑃𝑃(𝐴𝐴) =

number of outcomes in which 𝐴𝐴 occurs
total number of possible outcomes
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Discrete Random Variables 
 

Average and Spread of Discrete Random Variables 

 
Linear Coding with the Mean and Variance 

 
 
 
 
 
 

Binomial Distribution 
 

For 𝑿𝑿~𝑩𝑩(𝒏𝒏,𝒑𝒑) 

𝑃𝑃(𝑋𝑋 = 𝑥𝑥) = �𝑛𝑛𝑥𝑥� 𝑝𝑝
𝑥𝑥(1 − 𝑝𝑝)𝑛𝑛−𝑥𝑥 

𝐸𝐸(𝑋𝑋) = 𝑛𝑛𝑝𝑝 

𝑉𝑉𝑉𝑉𝑟𝑟(𝑋𝑋) = 𝑛𝑛𝑝𝑝(1 − 𝑝𝑝) 

 
Discrete Uniform Distribution 

 
For 𝑿𝑿~𝑼𝑼(𝒏𝒏) 

𝑃𝑃(𝑋𝑋 = 𝑥𝑥) =
1
𝑛𝑛

 for 𝑥𝑥 = 1, 2, …𝑛𝑛 

𝐸𝐸(𝑋𝑋) =
𝑛𝑛 + 1

2
 

𝑉𝑉𝑉𝑉𝑟𝑟(𝑋𝑋) =
𝑛𝑛2 − 1

12
 

 

For 𝑌𝑌 = 𝑉𝑉𝑋𝑋 + 𝑏𝑏: 
𝐸𝐸(𝑌𝑌) = 𝑉𝑉𝐸𝐸(𝑋𝑋) + 𝑏𝑏 

𝑉𝑉𝑉𝑉𝑟𝑟(𝑌𝑌) = 𝑉𝑉2𝑉𝑉𝑉𝑉𝑟𝑟(𝑋𝑋) 

For the random variable taking the values 𝑥𝑥𝑖𝑖  with 𝑃𝑃(𝑋𝑋 = 𝑥𝑥𝑖𝑖) = 𝑝𝑝𝑖𝑖 

Expectation 𝜇𝜇 = 𝐸𝐸(𝑋𝑋) = �𝑥𝑥𝑖𝑖𝑝𝑝𝑖𝑖 

Variance 

𝜎𝜎2 = 𝑉𝑉𝑉𝑉𝑟𝑟(𝑋𝑋) = �(𝑥𝑥𝑖𝑖 − 𝜇𝜇)2𝑝𝑝𝑖𝑖

= �𝑥𝑥𝑖𝑖2𝑝𝑝𝑖𝑖 − 𝜇𝜇2

= 𝐸𝐸(𝑋𝑋2) − (𝐸𝐸(𝑋𝑋))2 
 

https://bit.ly/pmt-cc
https://bit.ly/pmt-cchttps://bit.ly/pmt-edu



 
 

Geometric Distribution 
 

For 𝑿𝑿~𝑮𝑮𝑮𝑮𝑮𝑮(𝒑𝒑) 

𝑃𝑃(𝑋𝑋 = 𝑥𝑥) = 𝑝𝑝(1 − 𝑝𝑝)𝑥𝑥−1  
for 𝑥𝑥 = 1, 2, 3 … 

𝑃𝑃(𝑋𝑋 > 𝑥𝑥) = (1 − 𝑝𝑝)𝑥𝑥 

𝐸𝐸(𝑋𝑋) =
1
𝑝𝑝

 

𝑉𝑉𝑉𝑉𝑟𝑟(𝑋𝑋) =
1 − 𝑝𝑝
𝑝𝑝2

 

 
 
 

Poisson Distribution 
 

 

For 𝑿𝑿~𝑷𝑷𝑮𝑮(𝝀𝝀) 

𝑃𝑃(𝑋𝑋 = 𝑥𝑥) =
𝑒𝑒−𝜆𝜆𝜆𝜆𝑥𝑥

𝑥𝑥!
 for 𝑥𝑥 = 0, 1, 2 … 

𝐸𝐸(𝑋𝑋) = 𝜆𝜆 

𝑉𝑉𝑉𝑉𝑟𝑟(𝑋𝑋) = 𝜆𝜆 

 

 
 
 
  
 

𝑋𝑋~𝑃𝑃𝑃𝑃(𝜆𝜆) 
𝑌𝑌~𝑃𝑃𝑃𝑃(𝜇𝜇) 

When 𝑍𝑍 = 𝑋𝑋 + 𝑌𝑌, 
𝑍𝑍~𝑃𝑃𝑃𝑃(𝜆𝜆 + 𝜇𝜇) 
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Chi-squared Tests 
 

Contingency Tables 

 
Hypothesis Testing 

 
If variables are independent and 

 𝑬𝑬𝒊𝒊 > 𝟓𝟓 for all 𝒊𝒊 

𝜒𝜒calc2 =
∑(𝑂𝑂𝑖𝑖 − 𝐸𝐸𝑖𝑖)2

𝐸𝐸𝑖𝑖
≈ 𝜒𝜒𝑣𝑣2 

  
Yates’ Correction 

 
When 𝒗𝒗 = 𝟏𝟏 

𝜒𝜒Yates2 =
∑ |(𝑂𝑂𝑖𝑖 − 𝐸𝐸𝑖𝑖| − 0.5)2

𝐸𝐸𝑖𝑖
 

 
Goodness of Fit Test 

 
 
 
 

Expected value in cell 𝑖𝑖 𝐸𝐸𝑖𝑖 =
row total × column total

overall total
 

Chi-squared value 𝜒𝜒calc2 =
∑(𝑂𝑂𝑖𝑖 − 𝐸𝐸𝑖𝑖)2

𝐸𝐸𝑖𝑖
 

Degrees of freedom in an 
𝑛𝑛 × 𝑚𝑚 contigency table 𝑣𝑣 = (𝑛𝑛 − 1)(𝑚𝑚− 1) 

 

𝑣𝑣 = number of bins− number of constraints 
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Correlation 

 
Pearson’s Product Moment Correlation Coefficient 

 
For a set of bivariate date  

with variables 𝑿𝑿 and 𝒀𝒀 

𝑟𝑟 =
∑𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖 −

∑𝑥𝑥𝑖𝑖 ∑ 𝑦𝑦𝑖𝑖
𝑛𝑛

��∑𝑥𝑥𝑖𝑖2 −
(∑𝑥𝑥𝑖𝑖)2
𝑛𝑛 � �∑𝑦𝑦𝑖𝑖2 −

(∑𝑦𝑦𝑖𝑖)2
𝑛𝑛 �

 

=
𝑆𝑆𝑥𝑥𝑥𝑥

�𝑆𝑆𝑥𝑥𝑥𝑥𝑆𝑆𝑥𝑥𝑥𝑥
 

𝑆𝑆𝑥𝑥𝑥𝑥 = �(𝑥𝑥𝑖𝑖 − �̅�𝑥)2 = �𝑥𝑥𝑖𝑖2 −
(∑𝑥𝑥𝑖𝑖)2

𝑛𝑛
 

𝑆𝑆𝑥𝑥𝑥𝑥 = �(𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2 = �𝑦𝑦𝑖𝑖2 −
(∑𝑦𝑦𝑖𝑖)2

𝑛𝑛
 

𝑆𝑆𝑥𝑥𝑥𝑥 = �(𝑥𝑥𝑖𝑖 − �̅�𝑥)(𝑦𝑦𝑖𝑖 − 𝑦𝑦�) = �𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖 −
∑𝑥𝑥𝑖𝑖 ∑ 𝑦𝑦𝑖𝑖

𝑛𝑛
 

 
Spearman’s Rank Correlation Coefficient 

 

𝑟𝑟𝑠𝑠 = 1 −
6∑𝑑𝑑2

𝑛𝑛(𝑛𝑛2 − 1)
 

where 𝑑𝑑 = difference in ranks and 𝑛𝑛 = number of data pairs 

 
 

Linear Regression 
 

Least Squares Regression Line 
 

𝒚𝒚 = 𝒂𝒂𝒂𝒂 + 𝒃𝒃 

𝑉𝑉 = 𝑦𝑦� − 𝑏𝑏�̅�𝑥 

𝑏𝑏 =
𝑆𝑆𝑥𝑥𝑥𝑥
𝑆𝑆𝑥𝑥𝑥𝑥

=
∑(𝑥𝑥𝑖𝑖 − �̅�𝑥)(𝑦𝑦𝑖𝑖 − 𝑦𝑦�)

∑(𝑥𝑥𝑖𝑖 − �̅�𝑥)2
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